
4.3. Cramer’s Rules and applications of determinant 



 C_ij cofactor of A_ij  



 Proof: We take an i-th row and copy it over the j
—th row.  

 The resulting matrix A’ has two equal rows. 
Hence the determinant is zero.  

 The cofactor expansion of A’ over the j-th row is 
the above expression. 

 Example 1: 



 Proof: We show A.adj(A) = det(A)I. 
 The reason is that row i times column j gives 0 if i 

does not equal j  by 4.3.1.  
  If i=j, then row times the column is det(A). 
 Hence the result is det(A) on the diagonal and zero 

elsewhere.   



  If an integer matrix has a determinant ±1,  
then its inverse is another integer matrix.  

 To see this, adj(A) is an integer matrix.  
 Now multiply an integer by 1/det(A). 
 This is sometimes useful to know in group 

theory.  



 Proof : Omit.  
 See Example 6. 



  In the plane, the area of a parallelogram 
spanned by vectors u,v is given by |det[u,v]|.  

 Proof: det[u,v]=det[u,v-P_u(v)] where P_u(v) is a 
projection v to the line containing u.  
 Now the columns are perpendicular.  
 For perpendicular x,y, |det[x,y]|=||x||||y|| 

since y is obtained by taking coordinates of x and  
changing the order and the sign of one.  

 |det[u,v-P_u(v)]| equals the product of lengths. 
That is the area of the parallelogram.   





  A_ij = x_ij-1. A is called a Vandermond matrix.  
 The determinant is called he Vandermond determinant. 
 The values is the product of all (x_j-x_i) where  

j>i for i,j in 1,2,…,n.  

 Thus if {x_1,x_2,…,x_n} are a set of mutually distinct 
points, then the determinant is not zero.  
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 Cross products  useful in mechanics of 
spinning objects, electromagnetism…  

    



 We let i=(1,0,0),j=(0,1,0),k=(0,0,1). 

 Example 9. 
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u × v =

i j k
u1 u2 u3
v1 v2 v31



 Properties:  



 Actually, w.(uxv) is called the vector triple 
product and it equals the determinant of a 3x3 
matrix with rows w,u,v.  

 Thus u.(uxv)=0, v.(uxv)=0 since the matrix has 
two rows equal. 
 This means that uxv is orthogonal to u and v.  
 We need to use the right hand rule. See Fig 4.3.5.  

  i, j, k satisfy interesting relations:  
  ixj=k, jxk=i, kxi=j 
  jxi=-k, kxj=-i, ixk=-j. 



 The cross product is not commutative (actually 
anticommutative) and not associative.  

  ix(jxj)=ix0=0. (ixj)xj= kxj=i.  


